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Abstract—A novel sensory substitution algorithm based on the
sonification of depth maps into physically based fluid flow sounds
is described. Spatial properties are extracted from depth maps
and mapped into parameters of an empirical phenomenological
model of bubble statistics, which manages the generation of
the corresponding synthetic fluid flow sound. Following minimal
training, the proposed approach was tested in a preliminary
experiment with 20 normally sighted participants and compared
against the well-known vOICe sensory substitution algorithm.
Although the accuracy in recognizing visual sequences based
on the corresponding sonification is comparable between the
two systems, an overwhelming support for the fluid sounds
compared to the vOICe output in terms of pleasantness was
recorded. Collected data further suggests that ample margins
of performance improvement are achievable following thorough
training procedures.

I. INTRODUCTION

The technique of data sonification is used as an alternative
or a complement to data visualization for representing various
actions, objects or signals. Sonification may be defined as “a
mapping of numerically represented relations in some domain
under study to relations in an acoustic domain for the purposes
of interpreting, understanding, or communicating relations in
the domain under study” [1]. Sonification is also used in
health care, such as in motor rehabilitation systems [2], [3],
electronic travel aids [4], [5], and other assistive technologies
for visually impaired persons (VIPs). The majority of these
systems are still in their infancy and mostly at a prototype
stage. Furthermore, available commercial products have lim-
ited functionalities, small scientific and/or technological value
and high cost [4].

Available electronic travel aids for VIPs provide various
information that ranges from simple obstacle detection with
a single range-finding sensor, to more advanced feedback
employing data generated from visual representations ac-
quired through camera technologies. The auditory outputs of
such systems range from simple binary alerts indicating the
presence of an obstacle to complex sound patterns carrying
almost as much information as an image [5]. An example
of the latter output is provided by the most well-known
image sonification algorithm, used in the vOICe system [6].
The vOICe sonification mechanism can be thought of as
an inverse spectrogram transform, i.e., a time-varying sound
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whose spectrogram approximately matches an input grayscale
image. It has been shown that, following extensive periods
of training and exploiting the neural plasticity of the human
brain, the vOICe sonification system can lead to effective
sensory substitution [7], both in object recognition [8] and
spatial learning [9]. The main drawback is that, even though
in some cases the input from the device can be successfully
interpreted by naive users, lengthy and frustrating training with
the vOICe system as well as other sensory substitution devices
is typically required to perform most tasks [9].

The present study explores a novel scheme for translating
continuous representations of a dynamic real environment,
coded into sequences of depth maps, into auditory feedback.
The sensory substitution algorithm we propose is meant to be
used for real-time blind wayfinding, with minimum latency
between data acquisition and sonification. It was designed
in an attempt to (1) improve the vOICe sonification system
from both an ergonomic and a functional point of view,
eventually reducing the required training time, and (2) enhance
the usability and reliability of the conveyed information with
respect to previous sensory substitution schemes that rely on
segmented object information [10]-[13]. As a matter of fact,
while these assume an image processing step that requires
an extra real-time computational load and introduces noise,
the scheme we propose here directly maps low-order statistics
from the raw depth map into the parameters of a fluid flow
sound model. This model was specially selected and tuned in
order to sound both natural (yet significantly discernible from
most daily environmental sounds) and pleasant.

The remainder of the paper is organized as follows. Sec-
tion II introduces the fluid flow sound model, basic block of
the sensory substitution algorithm described in Section III.
Section IV outlines a preliminary experiment targeted at
comparing performance and individual preference of the pro-
posed sensory substitution scheme with respect to the vOICe
algorithm in a scene recognition task. Section V reports the
results of the experiment, and Section VI concludes the paper.

II. THE FLUID FLOW SOUND MODEL

The fluid flow model used for this study is a slightly im-
proved version of the bubble simulator proposed by Doel [14].
In the physical world, liquid sounds are mostly caused by
gas bubbles trapped inside the liquid rather than by the liquid



mass itself. For this reason, sound is generated by a stochastic
process modeling the temporal evolution of a population
of bubbles, a synthesis approach previously referred to as
physically informed sonic modeling by granular synthesis.

The model considers individual bubbles to be atomic units
(or grains, according to the granular synthesis terminology),
synthesized using the well-known physically based Minnaert
model [15]. Spherical bubbles effectively act as exponentially
decaying sinusoidal oscillators: the compressible gas region
of the bubble, surrounded by an incompressible liquid mass,
gradually dissipates the energy involved in its creation by a
periodic pulsation, as it would happen in a spring-mass system.
Every single bubble k&, whose impulse response is
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is fully defined by means of its radius r; and depth factor
Dy, that uniquely determine the individual damping factor dj,
resonant frequency fp, and amplitude aj, as follows:
do =22 oot o= 2
Tk Tk
Here the depth factor Dj; models the lumped effect of the
depth of a bubble, and the effect of different excitation
strengths of the bubbles. Bubbles that are submerged more
will be attenuated more. Factor Dy, is a dimensionless number
between 0 and 1, where 1 corresponds to a bubble created at
the surface and 0 to a fully submerged bubble.

The creation of bubbles is then modeled as a Bernoulli pro-
cess occurring at audio rate with success probability p = 1/A,
where A is the average bubble rate (bubbles per second). The
stochastic process drives an oscillator bank, whose number of
voices can be set as a parameter. The size of the oscillator bank
defines the true polyphony of the algorithm, i.e. the maximum
number of bubbles that can be active at the same time. If
exceeded, a voice stealing mechanism takes place and the
new bubble is assigned to the oscillator that currently has the
minimum instantaneous amplitude envelope, resetting all its
parameters, base frequency included. Phase alignment allows
to avoid audible clicks during the generation of a new bubble.

The radius of each successfully produced bubble £ is set to
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where x € [0,1] is a uniformly distributed random number,
rypin and rarax are the minimum and maximum bubble
radius values, and +, is the radius gamma factor, which allows
to increase the ratio of bigger bubbles relative to smaller
bubbles (0 < v, < 1) or vice versa (v, > 1). Similarly, the
depth factor Dy is set to
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where yi € [0, 1] is a uniformly distributed random number,
Dy and Dpsax are the minimum and maximum bubble
depth values, and yp is the depth gamma factor, which allows
to increase the ratio of bubbles close to the surface relative to
deeper bubbles (0 < yp < 1) or vice versa (vp > 1).

Dy, = y” (Dyax — Dyvin) + Dain

Bubble sounds often exhibit a characteristic rise in pitch,
especially when approaching the surface. The phenomenon is
mostly caused by the pressure reduction as the liquid mass
above the bubble becomes thinner and thinner. The effect is
modeled in the synthesis algorithm by a global rise factor
parameter £. Since bubbles with a rising pitch are created
close to the surface, it seems reasonable to assume they are
generally louder than average. This effect is modeled by a rise
cutoff parameter K¢. When it is set to a value 0 < K¢ < 1,
only bubbles with a depth factor D;, > K¢ have a nonzero
rise factor £. According to the physically based bubble sound
model described in [14], the rising bubble is then modeled by
making its frequency time-dependent according to

fe@®) = f2(1+ oxt) Q)

where oy, is the slope of the frequency rise related to the
vertical velocity of the bubble, modeled as o, = £dj.

The main differences between the described model and the
Doel simulator [14] lie in the evolution and parametrization
of the stochastic process driving the bubble population. In
the original implementation, the sinusoidal oscillator bank
is composed of 50 voices, each one set to a fixed base
frequency and driven by a dedicated Bernoulli process. This
choice allows to represent only as many different bubble radii
as the number of oscillators in the bank. On the contrary,
our approach uses a single Bernoulli process for the whole
bubble population. This strategy allows to represent bubbles
of arbitrary size, improving the versatility and sound quality
of the algorithm especially with small oscillator banks. This is
a very desirable property in an algorithm which needs to run
in real-time, possibly on smartphones, handheld devices and
embedded systems with low computing power.

An implementation of the presented model is included in
the Sound Design Toolkit (SDT),! an open-source (GPLv2)
software package designed for research and education in Sonic
Interaction Design [16]. The SDT is a library of physics-based
sound synthesis algorithms, available as externals and patches
for Max and Pure Data. Sound generators are organized
according to a hierarchical taxonomy of everyday sounds,
based on psychoacoustic experiments on sound production and
perception. Audio is generated procedurally rather than by
sample manipulation, namely by mathematical descriptions of
sound-producing mechanical interactions, which are functional
to the creation and design of virtual sonic interactions. The
SDT has been successfully employed in the sonification of
several interactive installations, and is extensively used in the
imitation-driven sonic sketching tools developed within the
SKAT-VG project® [17]-[19]. The Pure Data version of the
SDT fluid flow model was used in the development of the
sensory substitution scheme described in the next Section.

ITI. THE SENSORY SUBSTITUTION ALGORITHM
In the proposed sensory substitution algorithm, a scheme of
which is reported in Figure 1, the depth map is divided into 10

Uhttp://soundobject.org/SDT/
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depth statistics

Fig. 1. The proposed sensory substitution scheme. Mapping of sectors 2 to 8 is not shown for the sake of space.

equally wide vertical sectors and each sector corresponds to an
independent instance of the fluid flow generator. Descriptive
properties of depth information in each sector are mapped into
liquid sound features, while the direction of the vertical sector
is mapped into spatial sound features. The presence of 10
independent instances of the fluid flow generator guarantees
uncorrelation between every pair of outputs, allowing for
effective source separation.

More specifically, sounds associated to each vertical sector
N = 0,1,...,9, left to right, are binaurally spatialized by
mapping sector N to the azimuth parameter € of a generic
HRTF filter as § = 20N — 90°, expressed in degrees with
respect to the observer according to a vertical polar coordinate
system. Even though elevation information is extracted (as
detailed in the following), it is not mapped to any spatial
parameter, because it is known that in the case of generic
HRTF rendering elevation information is not consistent among
subjects [20]. Therefore, the elevation parameter of the HRTF
filter is set to 0°. The generic HRTF filter is provided through
the earplug~ Pure Data binaural synthesis external. The
filter renders the angular position of the sound source relative
to the subject by convolving the incoming signal with left and
right HRTFs from the MIT KEMAR database® [21].

A global max depth parameter is defined in order to
consider only those points in the depth map whose depth is
no greater than it. Then, for each sector, three descriptive
depth metrics are calculated: map density, average distance,
and average elevation. Map density p is defined as the number
of pixels where depth is no greater than max_depth divided
by the total number of pixels in that sector. It is mapped
to the average bubble rate A according to A = 1000p*: the
denser the sector, the more the generated bubbles. The upper
limit of 1000 bubbles/second was heuristically set following
informal investigations on the pleasantness and intelligibility
of the associated stream sound.

Average distance d is defined as the mean depth value (in
meters) of all pixels with depth no greater than max depthin
that sector. It is mapped to the maximum bubble depth Djs4x
as Dpax = min(1/d — 0.2, 1). In this way, closer obstacles

3http://sound. media.mit.edu/resources/KEMAR html

are transformed in a larger amount of bubbles close to the
surface of the water, thus increasing their average loudness.
As an analogy, it might help to think of the scene as a big
aquarium seen from above, with the water surface just in front
of the observer and all objects producing bubbles.

Average elevation ¢ is defined as the normalized (0 to 1
starting from below) row index of the sector above which 50%
of the reciprocals of depth values no greater than max_depth
sum up. This parameter basically defines the average elevation
where obstacles are concentrated in that sector. It is mapped
1 : 1 to the rise factor parameter £ of the fluid flow generator. It
is therefore an elevation indicator in the sense that obstacles
concentrated in the upper half of the depth map sector will
produce more pitch-rising bubbles than obstacles concentrated
in the lower half. As limit cases, when there is no obstacle
closer than max_depth in the upper half of the sector none of
the produced bubbles will rise, while when the same happens
in the lower half of the sector then all of the bubbles will do.

Other parameters that define the fluid flow generator are kept
constant. These include the minimum and maximum bubble
radius (set to rp;;ny = 0.15 mm and ry;4x = 10 mm), the
radius gamma factor (v, = 3), the minimum bubble depth
(Darrn = 0), the depth gamma factor (yp = 1), and the rise
cutoff (K¢ = 0.5). The reasons for fixing these parameters
are mainly of perceptual nature (as for 77y and ryr4x, in
order for the streaming sounds to be pleasant and “liquid”)
or due to the need for a reference value, i.e. setting the K¢
value to correspond to the horizontal bisecting line of the depth
map. Beyond perceptual pleasantness, the reason for choosing
a greater concentration of small bubbles is due to efficiency.

The algorithm is implemented as a Pure Data patch that
constantly receives the depth map statistics data through
the OSC (Open Sound Control) protocol. In order to avoid
audible clicks, the incoming depth map statistics values are
smoothed with 100-ms ramps. The number of voices needs
to be sufficiently high in order to accommodate for pleasant
streaming sounds with a high average bubble rate. However,
efficiency issues arise as the number of voices grows. An
acceptable trade-off was found by setting the number of voices
of each generator to 16.



IV. COMPARISON WITH THE VOICE ALGORITHM

A preliminary experiment was designed in order to have an
initial assessment of the performance and individual preference
of the proposed sensory substitution algorithm in conveying
environmental spatial information through sound. More specif-
ically, the objectives of the designed experiment are to

1) assess the capability of the fluid flow sounds to give
reliable and distinguishable information about visual
scenes following minimal user training;

2) investigate the degree of difficulty in understanding the
sensory substitution scheme with naive sighted users;

3) collect individual judgments about the pleasantness and
usefulness of the sounds that are conveyed;

4) compare all of the above results and ratings against
those collected using the reference sensory substitution
scheme provided through the vOICe algorithm.

It has to be stressed that although the original vOICe system
was designed to sonify simple 2D grayscale images, a depth
map can be easily converted into a grayscale image where
brightness corresponds to depth. Furthermore, the use of depth
information for the sonification of 3D scenes through either the
original vOICe algorithm or slight variations of it has already
been proposed and investigated [22]-[24].

An implementation of the vOICe sensory substitution algo-
rithm was carried out in Pure Data following the specifications
from Meijer [6]. The algorithm scans each depth snapshot
(resized to 64 x 64 pixels) from left to right, while associating
height (i.e. the vertical coordinate of the pixel) with pitch and
depth with loudness. More specifically, every row is associated
to an amplitude-controlled oscillator whose fixed frequency
exponentially ranges from 500 Hz (bottom row) to 5 kHz (top
row), while amplitude is inversely proportionally related to
the depth value, ranging from O for pixels of unknown depth
value or where depth is greater than or equal to max_depth,
to 1 for pixels of zero depth. The auditory output of the
implemented system was compared against the original vOICe
software for Windows on a small benchmark depth map set,
and it was found to never exceed 1 dB of spectral distortion
in the 0.5 — 5 kHz range. For the sake of consistency with
the fluid flow scheme, the output was binaurally spatialized
from 90° left to 90° right on the horizontal plane with the
earplug~ Pure Data external.

The experiment consisted in identifying through sound a
number of video sequences taken from a third-party depth map
dataset, the NYU-Depth Dataset V2* [25], sonified with either
the vOICe algorithm or the fluid flow algorithm. The dataset is
comprised of video sequences from a variety of indoor scenes
(rooms, kitchens, stores, offices, and so on) as recorded by
both the RGB and depth cameras from a Microsoft Kinect.
Here we used the raw dataset, containing the raw image and
accelerometer dumps from the Kinect. According to the dataset
documentation, the RGB and depth camera sampling rate lies
between 20 and 30 FPS (variable over time). Therefore, the

“http://cs.nyu.edu/~silberman/datasets/nyu_depth_v2.html

Fig. 2. Participant during the experiment.

timestamps for each of the RGB, depth and accelerometer
were synchronized to produce continuous video sequences.
Furthermore, the raw depth images were projected onto the
RGB coordinate space in order to align the images. Following
a thorough check of the database, some video sequences were
discarded because of insufficient duration (less than 10 s) or
major skips. A total of 470 sequences were finally kept. The
max_depth parameter was set to 5 meters in this experiment.
The experimental procedure was implemented in MATLAB.

Twenty participants (10F, 10M) participated on a voluntary
basis. Ages ranged from 18 to 65 (M = 30.65, SD = 11.75).
All of them self-reported normal or corrected vision and nor-
mal hearing. Every participant signed and dated an informed
consent form, which included short descriptions (7 lines)
of each of the two tested sensory substitution mechanisms,
referred to as “Bubble” (fluid flow) and “Scan” (vOICe). The
experiment was run on a Dell XPS 13 laptop inside a silent
office environment, and sound was conveyed through a pair of
Sony MDR-1R headphones (see Figure 2).

The experiment was split into two experimental sessions,
each testing one single sensory substitution algorithm (fluid
flow and vOICe). The order of presentation of the two
systems was randomized and balanced across participants.
Within a single experimental session, participants watched 100
randomly drawn RGB subsequences of 250 frames (about
10 seconds each) from the database while at the same time
listening to an auditory representation, that could be either
congruent (direct sonification of the corresponding depth sub-
sequence) or incongruent (sonification of a subsequence from
a different randomly chosen sequence). At the end of each
trial, participants judged whether the auditory representation
was congruent with the video sequence (by pressing the Y key)
or not (by pressing the N key).

Two short training sessions introduced the experimental
session. In the first training session 10 sample sequences with
congruent auditory information were shown to the participant.
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Fig. 3. Descriptive statistics divided by sensory substitution algorithm: FF (light gray) = fluid flow, VC (dark gray) = vOICe.

The second training session followed the same procedure as
the experimental session, except that the participant was given
yes/no information about the correctness of his/her feedback
right after each trial (10 in total). At the end of the experimen-
tal session, participants replied to a brief questionnaire about
the corresponding sensory substitution scheme by ticking one
item in each of three 7-point Likert scales (1 strongly
disagree, 7 = strongly agree):

1) T think that the meaning of the sounds is easy to
understand;

2) 1 feel that the sounds are pleasant;

3) I think that the sounds provide significant information
about the visual sequence.

The total duration of the experiment was 60 — 70 minutes.

V. RESULTS

Figure 3 reports descriptive statistics of the experiment
divided by sensory substitution algorithm (FF = fluid flow,
VC = vOICe). The barplot in Figure 3a reports the mean and
95% confidence interval of the individual scores (percentage
of correct responses), both for all trials and divided by congru-
ent and incongruent trials. The histograms in Figures 3b-3d
report the scores given to each of the 3 questionnaire items
(understanding, pleasantness and significance, respectively).

The assumption of data normality was verified for all
accuracy scores through the Shapiro-Wilk test. Therefore, we
ran paired t-tests across participants on total accuracy scores,
which revealed no significant differences between FF and VC
(t = 0.51, p = 0.62). However, we found a significantly higher
accuracy in identifying congruent rather than incongruent
audiovisual sequences, both with FF (¢ = 3.44, p = 0.006) and
with VC (¢t = 3.67, p = 0.004). According to a one-sample t-
test, accuracy scores were strongly significantly higher than the
50% chance level in both algorithms (FF: ¢ = 8.44, p < 0.001;
VC: t = 8.83, p < 0.001), but when divided into congru-
ent and incongruent sequences, the accuracy of incongruent
sequences only showed a mildly significant difference from
chance level for VC (¢t = 8.83, p = 0.06). Significance scores
for accuracy barely change when selecting for analysis only

those subjects who had scores above 60% in both sessions,
which is considered a safe margin from chance performance.

For what concerns the questionnaires, we investigated for
differences in individual scores between the two algorithms
by running three separate Wilcoxon signed-rank tests, one
per questionnaire item. Participants were mostly agreeing with
the understanding and significance items for both algorithms.
Understanding scores for FF were slightly higher (medians:
FF = 5, VC = 4.5), but not significantly (Z = —0.63,
p = 0.53). The opposite occurred with significance scores, that
were slightly higher for VC (medians: FF = 5, VC = 5.5), but
again not significantly (Z = —0.65, p = 0.51). However, an
overwhelming difference was found in the pleasantness scores
(medians: FF = 5.5, VC = 2), according to which participants
significantly and clearly preferred FF to VC (Z = —3.85,
p < 0.001). Only 1 participant out of 20 judged the FF sounds
mildly unpleasant, while 16 participants out of 20 negatively
judged the pleasantness of VC sounds.

Further analyses were conducted between groups in order
to check whether scores differed by sex or by order of
presentation of the two algorithms. No differences were found
between males and females in any score. On the other hand, a
mild impact of the order of presentation on the accuracy scores
was seen: while VC had roughly the same average accuracy
when presented as first or second (means: 64.4% and 64.3%,
respectively), FF had mildly significantly higher accuracy
(t = 1.81, p = 0.09 according to an independent samples t-
test) when presented as second rather than first (means: 62.8%
first, 69.3% second). This result suggests that the proposed
scheme could lead to even higher scores following a more
thorough learning of the task under consideration.

VI. CONCLUSION

Our preliminary evaluation of the proposed sensory sub-
stitution scheme proved that sighted participants were able
to recognize coherent audio-visual information with the same
accuracy as with the reference sensory substitution algorithm
provided through the vOICe algorithm. It has to be pointed out
that the relatively low accuracy results may likely be associated
to the minimal amount of training and to the nature of the



experimental task, that required participants to discriminate
between congruent and incongruent information without hav-
ing an absolute reference to separate the two categories. Some
participants scored performances close to chance level that
might also be justified with an insufficient understanding of
the sonification rationale. However, other participants could
reach accuracy scores as high as 80% with the fluid flow
algorithm even with little training and no previous knowledge
of the aims and methods of the experiment. Furthermore, the
overwhelming support of the fluid flow scheme in terms of
pleasantness of the sounds conveyed promotes its usability.
The fluid flow sonification strategy applied to blind naviga-
tion is currently being tested in Iceland within the Sound of
Vision® project, both in virtual and real world environments
and with a pair of hear-through headphones not blocking
environmental sounds [26]. Reports from the first training
sessions with VIPs are encouraging and providing insightful
feedback towards possible improvements of the sonification
scheme. As an example, the considered sectors from the depth
map can be extended to cover a 2D grid in order to provide
more accurate elevation information. A hybrid sonification
scheme combining both raw depth map information and a
basic object segmentation will also be investigated in order
to allow discriminating between generic obstacles and walls.
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