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Abstract: Regarding environmental sustainability and market pricing, the energy class is an increas-
ingly more decisive characteristic in the real estate sector. For this reason, a great deal of attention is
now devoted to exploring new technologies, energy consumption forecasting tools, intelligent plat-
forms, site management devices, optimised procedures, software, and guidelines. New investments
and smart possibilities are currently the object of different research in energy efficiency in building
stocks to reach widespread ZEB standards as soon as possible. In this light, this work focuses on
analysing 13 cities in Northern Italy to understand the impact of energy class on market values. An
extensive data-mining process collects information about 13,093 properties in Lombardia, Piemonte,
Emilia Romagna, Friuli Venezia-Giulia, Veneto, and Trentino alto Adige. Then, a feature importance
analysis and a machine learning forecasting tool help understand the influence of energy class on
market prices today.

Keywords: real estate; buildings; market value; appraisal; property valuation; energy class; multi-parametric
assessment techniques; feature selection; machine learning

1. Introduction and Background

The framework of this Special Issue entitled “New Technologies and Designs in Re-
ducing Building Energy Consumption While Improving the Market Value” is dedicated to
exploring investments and possibilities in the field of energy efficiency of building stocks,
including the use of new technologies, smart platforms, consumption forecasting mod-
els [1], on-site management tools, life-cycle and economic projections [2–5], measurement
devices, optimised procedures [6], and software and guidelines for design and manage-
ment [7]. The present contribution aims to open the debate on the link between the energy
efficiency level of buildings and their market values.

As such, this research is dedicated to investigating the explanatory power of the
energy performance of a building [8–11] in forecasting its market value.

In particular, this study focuses on a comprehensive case study of 13 cities in Northern
Italy. Through a massive data-mining process, information about 13,093 properties is
downloaded, and the impact of energy classes on their prices is analysed using a feature
importance analysis and constructing a multi-parametric predictive model based on the
use of Artificial Neural Networks [12,13]. As a multi-parametric assessment technique,
the ANN allows us to experience how changing energy classes [14], ceteris paribus, can
heavily influence market prices.
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1.1. Pricing a Feature

In order to understand the impact that energy classes have on the market values
of properties, it is necessary to isolate the marginal contribution of this characteristic
on prices. The market value of a property reflects how much the market appreciates
all its characteristics, given that many factors contribute to determining the selling price
of a building [15,16]. These factors may be specific to the building or external factors.
The former includes the building’s construction features, such as its size, state of repair,
and quality of the finishes. External factors refer to all those characteristics linked to
the location of the building [17], the fixed effects that are related to the urban quality
of the surroundings, the proximity to services or points of interest [18], as well as the
accessibility [19]. Among these factors, some are more appreciated by the demand, while
others may be less impactful in price formation based on the marginal utility associated
with each characteristic [20]. Indeed, new laws and regulations may decisively change the
willingness to remunerate specific characteristics of the buildings. Energy performance is
a factor that is becoming increasingly more important and more appreciated in property
valuation [21]. A high energy performance is not only an opportunity to save money on
future energy consumption from a life-cycle perspective but also an essential contribution
to reducing the impact of pollutant emissions. The environmental emergency is so pressing
that new proposals and directives strongly link the higher energy class to higher property
values, as in the case of the new “Green Homes” European Directive.

1.2. The Green Homes Directive

On 14 March 2023, the European Parliament approved the revision of the EPBD
(Energy Performance of Buildings Directive), a package of regulations proposed by the Eu-
ropean Union to promote the renovation of existing high-energy-demanding buildings [22].

This revision of the EPBD is known as the “Green Homes” Directive, a set of regula-
tions aimed at drastically reducing energy consumption in the building sector and speeding
up the renovation rate. How? The text stipulates that all new buildings must be zero-
emission by 2028 while existing buildings must achieve energy class E by 1 January 2030
and class D by 1 January 2033. The targets for public buildings are even more restrictive
since such deadlines are set, respectively, for 2027 and 2030.

Although this is a provisional decision, based on which negotiations will begin with
EU governments to agree on the final terms of the legislation, the Green Homes Direc-
tive is set to revolutionise European building stocks in terms of energy efficiency and
property values.

Suppose a building does not reach the pre-established energy performance level within
the time limits. In that case, its market value will be inevitably affected, and the decrease in
the value, at least, would logically be equal to the refurbishment costs required to reach the
threshold levels. Not achieving the energy benchmark may also stop the property’s sale
and rent.

In Italy, currently, around 60% of buildings are in class F or G, with obvious risks for
the assets of their owners, both in the case of private individuals and corporate assets (for
example, banking and insurance institutions).

1.3. Research Scope, Novelty, and Findings

The Green Homes Directive has yet to enter into force, and there will be further
discussions between the Parliament, the Commission, and the Council. It will be decided if
and in what terms this directive will be made operational, according to the specificities of
each EU Member State.

In this panorama, it may be crucial to understand the starting point: how many
properties do not meet the requirements set by the directive? At what point is this target
attained? Again, how much does energy class already influence sales prices? How might
this influence change in the future, especially given the Green Homes Directive program?
Otherwise, might new and smart technologies be strategically integrated into the real



Buildings 2023, 13, 2994 3 of 15

estate market? How could this help reach ZEB standards and correspondingly change
market values?

It is undoubtedly challenging to answer such extensive research questions, and this Spe-
cial Issue invites authors, academics, and researchers to work on these several open questions.

As far as the present contribution is concerned, the aim is twofold:

• Depict the “starting point” of these challenges by understanding the functional link
between the energy class of a building and its market value.

• Develop a highly flexible and reliable multi-parametric forecasting tool that can assess
the market value of a property as a function of different property features, including,
of course, its energy class.

The integrated use of data mining, machine learning, and computer programming in-
side the real estate valuation theoretical framework represents the present work’s primary
strength and the novelty of the contribution. This combined approach allows the collection
of precise information about 13,093 properties in Northern Italy. For each estate, the asking
price is known, in tandem with 23 other descriptive parameters (such as the latitude and
longitude, the floor area, the maintenance conditions, the number of rooms and bathrooms,
and, not least, the energy performance level). This vast information availability represents
quite an appropriate database to develop a very precise Artificial Neural Network aimed at
forecasting building market values as a function of the 23 descriptive parameters.

The developed predictive tool can be used to understand the marginal contribution
that energy classes have on market values, also at a city scale, and it could be employed to
produce scenario analyses and projections if the Green Home Directives enter into force.

Consequently, Section 2 is dedicated to presenting the methodological approach
developed, Section 3 presents and discusses the case study, while Section 4 illustrates the
research development step by step. Finally, Section 5 concludes this work, outlining future
possible developments.

2. Materials and Methods

The methodological approach designed for this research is meant to identify the
impact of a premise’s energy performance level by estimating its market value. As such,
the proposed method is articulated into consequential phases aimed at the development of
an integrated and exportable approach. The proposed tool could become a reference in the
field of real estate demand–supply mechanisms, as well as a starting point analysing the
ordinary behaviour of market operators during buying and selling transactions, with the
focus maintained on the energy class of the buildings.

In order to develop the research introduced in the paragraph above, the authors drew
and followed the steps illustrated below:

• Definition of a representative case study;
• Extensive data-mining process to produce a database of complete and significant information;
• Feature importance analysis on the database;
• Definition of the market value’s forecasting model;
• Test and validation of the predictive model;
• Understanding of the influence of energy classes on market values.

Therefore, the first phase of this work is dedicated to selecting a significant case study.
Thirteen cities in Northern Italy were selected in the regions of Lombardia, Piemonte, Emilia
Romagna, Friuli Venezia Giulia, Veneto, and Trentino alto Adige, as shown in Figure 1.

The second phase of this research focuses on collecting the information necessary to
develop the forecasting tool. A tailored procedure is developed in the Python® computer
language (software version 3.10) to automatically parse real estate selling web pages and
coherently extract the necessary data with a pre-defined search domain. The tool then
identifies the sample of properties that are heterogeneously distributed in the 13 cities
under examination. Per each building parsed and downloaded, called Ba, with a ∈
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coordinates of latitude and longitude are recorded, named lata and longa, as well as their
asking prices (EUR/sqm), defined as Vma, and a bundle of descriptive characteristics of
the buildings named Xia, where i is the i-th feature of the a-th building, i ∈
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In the third phase, a feature importance analysis is conducted on the downloaded
observations in order to assign coefficients of importance to the variables involved in
the analysis. Specifically, the random forest (RF) regressor is used to conduct the feature
importance process, and a coefficient of importance, named C(RF), is assigned to every ith

building feature, therefore called C(RF)i. Also, the Pearson correlation coefficients, named
C(P)i, are assessed to investigate the importance of input variables over market prices.

In the fourth phase of this research, an Artificial Neural Network (ANN) is developed
through Python coding. An ANN, as is further explained, is a computational system that
can link a set of input variables to one output with high precision. The inputs here are
the building’s features, among which there is the energy class, and the output is the
corresponding market value. With the help of a genetic optimisation algorithm, the ANN
with the lowest error on the forecast is produced, allowing the link of the energy class with
the assessment market value in a forecasting tool.

Finally, verifying the empirical consistency of the developed ANN model is discussed,
and identifying the relationship between the dependent variable and the independent
variables is defined to quantify the marginal contribution of the energy class over mar-
ket values.

The proposed methodological approach is presented in Figure 2.
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3. Case Study
3.1. Introducing the 13 Cities in Northern Italy

The 13 cities considered in this research paper are listed in Table 1, grouped by region,
and the downloaded observations are graphically illustrated in Figure 3. The authors chose
these cities as a representative case study because:

• These cities are within the author’s operational territory so that they could better check
the consistency of the data collected and the reliability of the results obtained.

• The authors have been following a broader research stream in the real estate field
based on the constant monitoring of several markets in Northern Italy, recording data
throughout the years, and discussing information availability and transparency [23,24].
Therefore, the opacity of these markets is deeply known and understood and conse-
quently considered in this analysis.

• Within the considered regions, these 13 cities are the ones listed in the Nomisma
Reports of large and medium cities in Italy, where Nomisma is an acknowledged
consultancy firm operating in the field of applied economics, which is well known, in
Italy, for its extensive research on the real estate market.

Table 1. Demographic and climatic information about the 13 cities in North Italy.

Region City Population
(n. People)

Population
Density

(People/km2)

Number of
Residential

Buildings (n.)

Pro-Capita
Income

(EUR/Taxpayer)

Heating
Degree-Days

(K·d)

Emilia
Romagna

Bologna 397,430 2636 22,149 26,658 2259
Modena 186,095 977 17,124 26,118 2258
Parma 182,080 674 18,671 26,490 2502

Friuli-Venezia Giulia Trieste 206,142 2374 22,638 23,431 2102

Liguria Genova 600,591 2439 29,668 22,862 1435

Lombardia
Bergamo 115,989 2872 8682 28,751 2533
Brescia 192,961 2102 16,343 24,753 2410
Milano 1,241,616 6837 42,980 33,936 2404

Piemonte
Novara 102,686 989 9857 24,453 2463
Torino 871,377 6709 36,158 24,604 2617

Veneto
Padova 213,268 2216 30,886 27,029 2383

Venice-Mestre 285,647 628 34,994 22,459 2345
Verona 259,544 1269 25,393 24,616 2468
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Table 1 reports some essential descriptive data of the 13 considered cities about demo-
graphics and climate. Such information is taken from the so-called “Atlante Statistico dei
Comuni” (Statistical Atlas of Municipalities, ISTAT—Istituto Nazionale di Statistica [25]
and from National Decree dPR 412/93 [26]. In addition, the following notes are added to
better specify the data listed in Table 1:

• The data of columns “Population”, “Population density”, and “Number of residential
buildings” refer to the latest census of the year 2011.

• The column “Pro-capita income” data are based on the latest data available for 2020.
• The column “Heating degree-days” data refer to a base temperature of 20 ◦C.
• The data for Venice-Mestre refer to Venice as a whole, here including both Venice-

Mestre and the historical Centre of Venice, since only aggregate data are available from
the sources. Venice-Mestre alone (i.e., the modern part of Venice) was considered in
this study since it is more similar to the other cities. In contrast, the real estate market
of the historical centre of Venice is considered very peculiar and affected by significant
speculation effects.

As can be seen from Table 1, climate conditions are very similar for all cities but
Genova, which has a slightly milder climate. Based on the EU Directive 2018/844 [27]
(amending Directive 2010/31/EU on the energy performance of buildings [28] and Directive
2012/27/EU on energy efficiency [29]), however, the assessment of the energy class level
depends on the climate. Hence, milder climates may reach good performance with lighter
thermal insulation levels.

As far as income levels are concerned, other differences are present in the level of
income, with Milan having a pro-capita income about 50% higher than Genova and Venice.

It should be noted that these demographic and climatic differences depending on the
location of the cities are fully considered and accounted for by the developed ANN, which
is a forecasting tool able to adequately modify its coefficients to follow all the site-specific
conditions, producing tailored and reliable forecasts.

3.2. Defining of the Real Estate Market Segment

As introduced above, the case study involves the cities of Bologna, Modena, Parma,
Trieste, Genova; Bergamo, Brescia, Milano, Novara, Torino, Padova, Venice-Mestre, and
Verona. The domain of interest for this study is limited to residential buildings whose
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asking prices are known and available. The properties’ status ranges from new construction
to poor maintenance conditions. Such real estate markets represent the major cities in
Northern Italy, and even if every market clearly shows its peculiarities, certain patterns
can be identified and discussed with the aid of the ANN model produced. A set of
construction characteristics is considered for each property (observation), and the asking
price is recorded.

Although this synchronic analysis of market values in different cities is based on
comparing and discussing the characteristics of the buildings inside a forecasting model,
a general diachronic introduction on market values must be addressed, brief though it
may be.

This is a moment in history when the interaction between microeconomic and macroe-
conomic events is extremely strong because of the globally impactful events in the recent
years of the COVID-19 pandemic [30] and the Ukraine war outbreak [31]. Several conse-
quences have involved the financial [32–34] and energetic [35–37] sectors, with evident
repercussions on the real estate sector, such as higher offer rigidity, changes in demand pref-
erences, and increases in the costs of construction, therefore ultimately affecting property
prices [38].

Generally, market quotations show that medium asking prices had slightly increased
after the pandemic’s beginning, and this increment seems to be remaining constant from
2019 to 2023. Since this work is performed on the asking prices, the bargaining of negotia-
tion is applied to the collected data, according to Table 2.

Table 2. Bargaining of negotiation applied on asking prices (Nomisma archives).

City
Bargaining Bargaining

New Constructions Used Constructions

Bologna 5.00% 8.50%
Parma 4.00% 9.00%

Modena 3.50% 7.00%
Trieste 3.50% 7.00%

Genova 6.50% 12.00%
Bergamo 5.50% 10.00%
Brescia 4.50% 8.50%
Milano 3.70% 8.00%
Novara 4.50% 8.50%
Torino 5.00% 11.00%
Padova 4.70% 8.50%

Venice Mestre 5.50% 10.50%
Verona 4.00% 8.00%

4. Research Development and Results
4.1. Extensive Data Mining to Download Information

In order to develop an ANN capable of estimating the market value of a property
according to the changes in its characteristics, such as, first and foremost, the energy class,
it is necessary to have a sufficiently complete database of observations available to perform
the training of the ANN model.

To accomplish this task, an automated web-parsing and data-downloading procedure
is created in Python computer language. According to a search domain, the web crawler
is sought to find out and analyse specific selling websites of real estate properties and
download a predefined bundle of information per building. In particular, the Python
libraries “urllib”, “Beautiful Soup”, and “Pandas” are integrated to parse HTML pages,
identify the required data, and organise them into a structured database. The main actions
performed by the web crawler are described here:

• A series of webpage addresses are composed, according to the grammar from var-
ious sites for announcement retrieval. This address-composition is made to avoid
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limitations on data retrieval due to typical restrictions in the number of search results
provided by websites.

• Using the library “urllib”, each address is contacted, and the relevant research results
are downloaded as a webpage with links to multiple results pages.

• For each page of research results, the contained announcements are downloaded.
• Using the library “BeautifulSoup”, each webpage with links is read, and each linked

page of results is downloaded.
• The data read at each results page are organised within a database of search results

pages using the library “Pandas”.
• Employing the library “BeautifulSoup”, each announcement is read, and the relevant

data are retrieved and, using library “Pandas”, organised within a database, resuming
all the significant information for all the announcements.

• Duplicates are removed through the definition of tolerances in the following parame-
ters: “Latitude” (±0.0005◦), “Longitude” (±0.0005◦), “Price” (±7%), and “Floor area”
(±10%).

As such, the data-mining process produces an output table where each row represents
one observation (Ba), while the columns are the corresponding building’s features (Xia),
namely “Latitude”, “Longitude”, “Type” (“Apartment”, “Single family villa”, “Penthouse”,
“Terraced house”, “Two-family villa”, and “Multi-family villa”), “Floor Area”, ”N. Rooms”,
“N. Bathrooms”, “Floor”, “Energy Class”, “Maintenance status”, “Lift”, “Private Garden”,
“Shared Garden”, “Private Garage”, “Parking Space”, “Cellar”, “Terrace”, “Building Au-
tomation”, and “Central Heating”. Even though the focus of this paper is to show the
correlation between the market value and the energy class, it is necessary to start by con-
sidering all the parameters that could take part in the definition of the property’s market
value. If some parameters were not considered in the analysis, this could have contributed
to fictitiously increasing the correlation between market values and energy classes.

According to the steps presented above, the data-mining process is applied to the
13 cities introduced in Section 3, leading to the collection of 15,345 observations. After the
downloading, the first action on the data available consists of cleaning the information:
outliers are removed, as well as observations with missing data.

Data cleaning is performed as follows:

• Removing records with “Floor Area” < 28 m2 or “Floor Area” > 600 m2.
• Removing records with “Unitary price” < 500 EUR/m2 or “Unitary Price” > 10,000 EUR/m2.
• Removing records with “Floor” < 0 or “Floor” > 20.
• Removing records with “N. Rooms” = 0 or “N. Rooms” > 20.
• Removing records with “N. Bathrooms” = 0 or “N. Bathrooms” > 6.
• Removing records with unavailable datum in any of the parameters.

After the cleaning procedure, 13,093 observations remain in the database; therefore,
a/a, ∀ Ba, a ∈
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B = 23.

4.2. Feature Importance

At this stage, the feature importance analysis is performed on the remaining 13,093
observations to understand each feature’s impact on the output.

The feature importance analysis is carried out through the random forest (RF) proce-
dure, a methodology that belongs to embedded approaches [39]. An RF is an ensemble
classifier made up of multiple simple classifiers, i.e., the decision trees [40]. A random
forest algorithm is implemented to calculate feature importance [41] to measure each in-
put’s impact on the target variable (i.e., the unitary prices). An essential hyperparameter
estimation is performed for the number of estimators (i.e., the number of trees constituting
the random forest, as follows):

• The dataset is separated into X DataFrame (predictor variables) and Y DataFrame
(target variable) using mere DataFrame slicing in “Pandas”.
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• The rows of DataFrames X and Y are shuffled and split into Train DataFrames
(i.e., X-Train and Y-Train) and Test DataFrames (i.e., X-Test and Y-Test), consisting
of 80% and 20% (which are in the range of usual default values) of the dataset, re-
spectively, by means of function “train_test_split” from “sklearn” library (module
“model_selection”).

• Start values are set for the number of estimators (starting value: 100; maximum
number: 2000), the sum of squares of feature importance (which could be named SSFI,
with starting value: 1), and the RMSE (Root-Mean-Squared Error) on normalised Y
(which could be named RMSE_ND, with starting value: 1000).

• The “while” cycle is started, which, at each iteration, adds 10 trees and starts the
following calculation procedure:

i. The random forest is set up by means of the function “RandomForestRegressor”
from “sklearn” library (module “ensemble”) by setting the current number of es-
timators;

ii. The calculation of the feature importance is performed after fitting the dataset by
means of function “fit”, within the regressor itself;

iii. The current SSFI is calculated;
iv. The current RMSE_ND is calculated on DataFrames Test-X- and Test-Y;
v. The absolute value of the difference between the current value of SSFI and the

previous one is calculated (SSFI_Diff);
vi. The value of the difference between the current value of RMSE_ND and the

previous one is calculated (RMSE_ND_Diff).

• If SSFI_Diff < 0.01 and RMSE_ND_Diff < 0, the iteration stops.

Table 3 displays the RF importance coefficients per set of building characteristics:
∀ Xi→ C(RF)i. Clearly, the greater the C(RF)i, the greater the impact of the characteristics
on the output, and vice versa. In Table 3, the construction characteristics are the number
of rooms and bathrooms, the floor level, and the presence/absence of a lift. Also, gar-
dens, parking spaces, basements, terraces, or balconies are considered. Installations and
plants refer instead to the presence or absence of building automation, heating systems,
photovoltaic or solar panels, mechanical ventilation, or heat pumps.

Table 3. RF coefficients.

Variable RF Coefficient (Including
Latitude and Longitude)

RF Coefficient (Excluding
Latitude and Longitude)

Latitude 38.0% -
Longitude 43.0% -

Energy Class 8.0% 42.1%
Typology of the building 1.0% 5.3%

Building area 4.0% 21.1%
Construction characteristics 5.0% 26.3%

Installations and plants 1.0% 5.3%

100% 100%

The results of the RF analysis show that the energy class significantly impacts market
values. Since we are considering 13 different cities, the location of the buildings drives the
pricing formation. Nevertheless, the energy performance (which includes the class and
the maintenance level) strongly influences the feature importance analysis. The diagram
in Figure 4 explores how the influence of the macro-categories of buildings’ construc-
tion/typology/energy/installation characteristics is divided. Here, the energy class, the
maintenance level, and the floor area show a significant impact, leading to the choice of
demand and consumer behaviour.
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Also, illustrated by the C(P)i in Table 4, a Pearson coefficient analysis can integrate
information about the input–output relationship. Specifically, the Pearson coefficients are
analysed between the building’s characteristics and the unitary price (EUR/sqm). Positive
values of the Pearson coefficient depict characteristics with a positive marginal impact on
prices, whereas negative coefficients underline a negative marginal influence on unitary
prices. Again, both energy class and maintenance level show a positive relationship with
the market price.

Table 4. Pearson correlation coefficients.

Dependent Variable Pearson Coefficient

Latitude 26.69%
Longitude −0.27%

Type: apartment 14.84%
Type: single family villa −10.32%

Type: penthouse 1.45%
Type: terraced house −6.10%

Type: two-family villa −8.71%
Type: multi-family villa −4.11%

Building Area −7.82%
Number of bathrooms 5.81%

Number of rooms −13.10%
Floor level 1.52%

Energy Class 8.54%
Maintenance 22.68%

Lift 17.08%
Private Garden −10.90%
Shared Garden 7.72%
Private Garage −12.82%
Parking Space −16.45%

Cellar −3.62%
Terrace −13.21%

Building Automation 8.39%
Central Heating −7.46%
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4.3. Neural Networks

The key output of this research is the development of an ANN that can forecast
the market value of a property depending on the 23 characteristics considered, among
which the most important are location and energy class. It is fundamental to specify that
ANNs are architectures able to “learn” input–output relationships and transform them
into “knowledge”, i.e., a forecasting model [42]. An ANN is a bio-inspired computational
system constituted of computational units (the artificial neurons) and connections (artificial
synapses). The first layer of neurons is called the input layer and is constituted by the input
neurons. The output layer is the last layer of the ANN’s architecture, and it is made of the
output neurons. For this research, the input neurons are the building’s features, among
which there is the energy class, and the output neuron is the market value.

Given the selected input variables, an ANN is trained to assess the market value
of a building based on positional and construction characteristics [43–46]. To train the
ANN, 60% of the samples constitutes the training set (i.e., to compute the coefficients for
the single ANN), 20% of the samples constitutes the testing set (i.e., to test the computed
coefficients for the single ANN), and the remaining 20% of the samples acts as the selection
set (i.e., to select the best ANN architecture) [47]. Developing the best ANN’s architecture
is supported and optimised using a genetic optimisation algorithm (package “pymoo”).

The genetic optimisation algorithm guides towards the identification of the best
configuration of hyperparameters, which consist of (with available values):

• Number of hidden layers (from 1 to 7);
• Number of nodes per hidden layer (from 8 to 200).

For each configuration of the hyperparameters, various seeds and batch sizes are used,
resulting in corresponding ANNs (using package “keras”), and the best among them is
selected. Meanwhile, the genetic optimisation algorithm guides the search for the best
hyperparameter configuration by validating each ANN based on the selection dataset.

The following activation functions were used:

• In hidden layers: ReLU (Rectified Linear Unit);
• Output layer: Linear Activation Function.

A maximum number of 250 epochs was set.
As a result, the network’s input layer presents 23 input neurons. There are two levels

of hidden layers, each displaying 150 neurons. Finally, there is one output layer with
one output neuron, where the output neuron is the forecast of the property market value,
measured in EUR/sqm. The activation functions used are logistics. The input neurons
with the proper unit of measure are reported in Table 5. The average error produced on
the outputs, assessed on the testing set using a cost function, is 0.09, ensuring the ANN’s
high predictive capacity. The ANN created for this research enables us to experiment, test,
and try out what impacts would bring different combinations of massive changes in energy
classes at a stock level to market prices.

Table 5. List of the ANN’s input neurons.

Dependent Variable Scale of Measure

Latitude Coordinate (number)
Longitude Coordinate (number)

Type: apartment Yes/No (binary)
Type: single family villa Yes/No (binary)

Type: penthouse Yes/No (binary)
Type: terraced house Yes/No (binary)

Type: two-family villa Yes/No (binary)
Type: multi-family villa Yes/No (binary)

Building Area Square meters (continuous)
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Table 5. Cont.

Dependent Variable Scale of Measure

Number of bathrooms Number (cardinal scale)
Number of rooms Number (cardinal scale)

Floor level Number (cardinal scale)
Energy Class Number (ordinal scale)
Maintenance Number (ordinal scale)

Lift Yes/No (binary)
Private Garden Yes/No (binary)
Shared Garden Yes/No (binary)
Private Garage Yes/No (binary)
Parking Space Yes/No (binary)

Cellar Yes/No (binary)
Terrace Yes/No (binary)

Building Automation Yes/No (binary)
Central Heating Yes/No (binary)

5. Discussion and Conclusions

In this research, the authors intended to analyse the relationship that links the energy
performance of a building (in terms of energy class) and its market value. An integrated
approach has been developed according to the following phases to reach this target.

• A significant case study has been selected in Northern Italy to conduct and test the
research project. The case study involved 13 cities in Lombardia, Piemonte, Emilia-
Romagna, Friuli-Venezia Giulia, Veneto, and Trentino alto Adige.

• An extensive data-mining procedure has been developed in Python computer lan-
guage to parse real estate selling websites and download information. A database of
13,093 observations was therefore collected. Specifically, each observation provided
data about the building’s position (latitude and longitude), construction features (such
as floor area, energy class, typology, and others), and the property’s asking price
(EUR/sqm).

• After the asking prices were adjusted with the barging of negotiations, a feature
importance analysis was then applied to the database using a random forest regressor
and the Pearson correlation coefficients.

• After that, an Artificial Neural Network was trained on the downloaded database
to produce a forecasting model of properties’ market values as a function of the
buildings’ position and construction characteristics. Particular attention was given to
understanding the energy classes’ impact on market prices.

The energy class positively impacts the market value, with a C(RF) of 8% if all the
inputs are considered or 42,1% if the RF calculation excludes the location.

The C(P) is instead 8.54%. Figure 5 represents the functional link related to the
marginal increase in market values as the energy class increases from 1 to 10 (i.e., from G
to A4).

As can be seen, a general increase in the energy class of a building corresponds to
an increase in its unitary price. This marginal increase is higher when the jump from one
class to the following regards the lowest classes (G, F, E), while the marginal increase is
slighter when the most performing energy classes are involved (A4, A3, A2, A1, B). Indeed,
improving the energy efficiency of building stocks is becoming increasingly crucial to
ensure investments’ environmental and economic sustainability.

Already today, the analyses carried out in this study identify a substantial impact
on the price of a building due to its energy performance level. Nevertheless, it is easy
to imagine that this impact will grow exponentially if specific laws are applied, like the
previously discussed Green Homes Directive.
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In conclusion, this research was intended to open the debate on the importance of
energy classes in estimating the market values of buildings. The result of this research
should be intended as a starting point for the joint analysis of the valuation discipline
inside energy retrofit programs of broad real estate assets. The tool developed could help
experiment with different scenarios depending on the implementation of various laws,
regulations, and energy efficiency projects.

In fact, among the most important strengths of this research project, there are:

• The development of a highly flexible forecasting tool for the market value of a prop-
erty depending on a multiplicity of features of the buildings.

• The direct link between the marginal increase in the market value and the respective
enhancement in the energy class.

• The inclusion of different markets located in Northern Italy and the development of
an ANN based on a considerable number of observations were possible due to the
extensive data mining process.

On the other hand, the research limitations should also be made explicit in this context
to outline future possible research development and enhancement areas. One limitation
of this research is linked to the geographical limits of the data-collecting procedure. The
authors intend to extend the data mining to the Italian territory to expand the analysis to
different markets and other climatic areas. Another limitation of the present study can be
identified in the lack of a practical application on a given stock of buildings in order to
assess the whole increase in the stock value as a consequence of a specific retrofit project.
Therefore, in further developing this research line, the authors intend to use the tools
developed to test energy retrofit programs at the city scale in terms of overall market value
changes. Another limitation can regard the forecasting tool development: even though
the errors in the forecasts are minor, other calculation processes may be experimented
with to see whether the inferential properties can still be improved. In the next steps of
this research, recurrent feature selection and cross-validation will be integrated into the
calculation procedure for random forest and ANN hyperparameter assessment.
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